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Background and Motivation
With the deployment of 10-20 PFlop/s supercomputers and the exascale roadmap targeting 100, 300, and eventually 1,000 PFlop/s over the next decade, the trend in supercomputer architecture goes clearly in only one direction. Systems will dramatically scale up in size, i.e., in node and core counts [Kog08]. By 2020, an exascale system may have 100,000-1,000,000 nodes with 1,000-10,000 cores per node. This poses several challenges related to power consumption, performance, resilience, productivity, programmability, data movement, and data management.

The expected substantial growth in concurrency causes application scalability issues due to sequential parts, synchronizing communication, and other bottlenecks. High-performance computing (HPC) hardware/software co-design is crucial to enable extreme-scale computing by closing the gap between the peak capabilities of the hardware and the performance realized by applications (application-architecture performance gap). Investigating the performance of applications at scale on future architectures and the performance impact of different architecture choices is an important component of HPC hardware/software co-design. Without having access to future architectures, especially at scale, simulation approaches provide an alternative for estimating application performance on potential architecture choices. As highly accurate simulations are extremely slow and less scalable, different solution paths exist to trade off simulation accuracy to gain performance and scalability [Böh11, Gir00, Per10, Rod11, Zhe04].

Resilience, i.e., providing efficiency and correctness in the presence of faults, is one of the most importantexascale computer science challenges as systems scale up in component count and component reliability decreases (7nm technology with near-threshold voltage operation by 2020) [Dal12, Kau12]. A number of advanced resilience technologies exist, including: checkpoint/restart-specific file/storage systems [Li10], incremental/differential checkpointing [Wan10], message logging for uncoordinated checkpointing [Lem04], fault tolerant message passing interface (FT-MPI) [Fag05], containment domains [Sul11], algorithm-based fault tolerance (ABFT) [Dav11, Du12], rejuvenation [Nak10], proactive migration [Wan12], and redundancy [Eng11]. However, there are currently no tools, methods, and metrics to compare them fairly.

Performance, resilience and power consumption are key HPC system design factors that are highly interdependent. To enable extreme-scale computing it is essential to perform HPC hardware/software co-design that identifies the cost/benefit trade-off between these design factors for potential future architecture choices.

Approach

The proposed research and development aims at developing an HPC hardware/software co-design toolkit for evaluating the resilience/power/performance cost/benefit trade-off of future architecture choices. The approach focuses on extending a simulation-based performance investigation toolkit with advanced resilience and power modeling and simulation features, such as (i) fault injection mechanisms, (ii) fault propagation, isolation, and detection models, (i) fault avoidance, masking, and recovery simulation, and (iv) power consumption models.

Specifically, the planned effort targets features to: (1) permit the injection of different faults, errors, and failures into the simulation, (2) model various propagation, isolation, and detection properties of the simulated system, (3) support a variety of avoidance, masking, and recovery strategies, (4) model the power consumption of the entire simulated system, and (5) study the performance, resilience, and power consumption impact with different parameter sets for (1), (2), (3), and (4) using standardized methods and metrics.

The proposed work is novel in several ways. The proposed HPC hardware/software co-design toolkit would be (a) the first fault injection toolkit for extreme-scale systems, (b) the only fault injection toolkit with parameterized resilience properties and strategies, and (c) the first holistic HPC co-design toolkit that considers architectural performance and resilience parameters to optimize application performance within a given power consumption budget.

Preliminary Accomplishments

The Extreme-scale Simulator (xSim) [Jon11, Böh11, Eng10] is a recently developed performance investigation toolkit that permits running HPC applications in a controlled environment with millions of concurrent execution threads. It allows observing application performance in a simulated extreme-scale system for hardware/software co-design. Using a lightweight parallel discrete event simulation (PDES), xSim executes an application on a much
smaller HPC system in an oversubscribed fashion with a virtual wall clock time, such that performance data can be extracted based on a processor and a network model with an appropriate simulation scalability/accuracy trade-off (Figure 1). XSim is designed like a traditional performance tool, as an interposition library that sits between the MPI application and the MPI layer, using the MPI performance tool interface. It currently holds the world record in extreme-scale simulation, running up to 134,217,728 (2^27) communicating MPI tasks, each with its own process context, using just a 960-core Linux-based cluster. Its ability to simulate the architectural properties of extreme-scale HPC systems at reasonable accuracy and to run real applications or corresponding application proxies or models makes it the prime candidate for a HPC hardware/software co-design toolkit to investigate the performance/resilience/power trade-off of future HPC architecture choices with different performance characteristics, resilience properties (vulnerabilities), resilience strategies (mitigation techniques), and power consumption envelopes.
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Figure 1: Scaling a Monte Carlo Application on Different Multi-Core Architectures (at 128x Problem Size)

Research Plan

This effort targets a simulation-based HPC hardware/software performance, resilience, and power consumption co-design toolkit enabling reproducible experiments to estimate the cost/benefit trade-off given certain system and application properties. The planned work encompasses computer science research and development applied to DOE’s needs on the path to exascale computing.

The targeted fault injection mechanisms focus on job abort, process fault, detected data corruption, and silent data corruption (SDC). The proposed fault propagation, isolation, and detection models are part of the fault injection mechanism and provide the capability to investigate fault detection latency issues, domino effects, and simultaneous faults and recoveries. The planned fault avoidance, masking, and recovery simulation enables the evaluation of resilience mechanism efficiency and aims at the most likely candidates for future-generation systems: (a) coordinated checkpoint/restart using different checkpoint storage systems, (b) uncoordinated checkpoint/restart using different message logging algorithms and checkpoint storage systems, (c) MPI process fault tolerance combined with ABFT, and (d) ABFT detecting and correcting SDC. The processor, network, and storage system performance models will be extended with corresponding power consumption models, by extrapolating power consumption from component utilization and additionally supporting the simulation of energy-saving mechanisms, such as voltage/frequency scaling and powering off subcomponents, as well as, with resources with different energy efficiency, such CPUs vs. GPUs. The planned investigation of the performance, resilience and power consumption cost/benefit trade-off will mostly focus on application proxies, standard benchmarks, and fault tolerant applications.

Related Work

The planned work relies on our previous efforts in (1) software fault injection at the operating system level [Nau09], (2) soft error injection at the MPI layer [Fia12], (3) modeling the efficiency of (a) checkpoint/restart to/from node-local memory or solid state disk (SSD) storage [Li10], (b) full and incremental checkpoint/restart to shared parallel file systems [Wan10], (c) proactive fault tolerance utilizing process migration [Wan12], and (d) process-level redundancy at the MPI layer [Eng11]. The proposed effort further utilizes recent accomplishments by others in the area of resilience solutions, modeling, and simulation, as well as, in performance/power modeling and simulation. Of particular interest to this project is work in reliability modeling of extreme-scale systems [Dal06, Yan12], soft error quantification of hardware components [Hwa12], modeling the efficiency of ABFT [Dav11, Du12], CPU-GPU performance modeling [Ker10], and CPU-GPU power modeling [Hon10, Riv08].
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