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Smart Autonomous Interoperable Laboratories

Broad Science Applications

Human-Machine Interfaces Software interprets input and Synthesis
provide data vis, instrument > manages experiments, SN
status and command/control processes, and labs
Multi-Modal
Results Autonomous Characterization
Feedback ——
Data analysis, simulations, modeling
using edge computing and high-  —

. Manufacturing
performance computing

Complex real-world X bii
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Common Ecosystem is Required for Interoperability
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Guided by History

Future Combat Systems (FCS) was the United States Army's principal modernization program from 2003 — 2009.

The Boeing Company and Science Applications International Corporation (SAIC) worked together as the lead
systems integrators, coordinating more than 550 contractors and subcontractors in 41 states

Estimated program losses range frdm $18-32B
RAND Analysis of FCS (https://www.rand.org/pubs/monographs/MG1206.html)

“an industry consortium led by Boeing and SAIC was effectively put in charge of
overseeing its own performance”

Entrenched communities were evident in the FCS program

Overreliance that the acquisition community could develop and integrate items using
both evolutionary and unknown revolutionary technologies

An emphasis on the integration of technologies and advanced concepts allows the
enforcement of system-of-systems discipline and curbs conflicting influences

FCS involved the largest integrated set of requirements the Army had ever developed,
and it was extremely difficult to analyze and understand precisely how all of them

would interoperate
Significant technology development should occur early in a program

Alternative technology assessment metrics can supplement technical readiness levels,
which may be inadequate for some aspect of system-of-systems acquisitions

Having too many connections to or being too highly dependent on outside programs
can lead to significant risk

Risk-mitigation strategies that incorporate system-of-systems engineering practices
will facilitate risk mitigation across systems
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No single team has all the answers!

Early user engagement/adoption is critical!
Wild-wild west integration does not work!
Early technologies should focus integration!
Interoperability must be a primary goal!
Reuse software! Continuous Dev/Integration!
Technologies must be interchangeable!
Define compatibility or compliance!

Good engineering practices are key!




INTERSECT Programmatic Structure

Domain Science Projects

Additive
Manufacturing

Autonomous
Chemistry Lab

Autonomous
Microscopy

Develop an open architecture that is scalable across scientific domains

Quantum

AutoflowS
Accelerator

Develop the software framework and tools required to interconnect systems

Integrate networks, systems, and software across all projects

Establish an autonomous
robotic chemistry lab for
catalytic synthesis that
operates 24/7

Basic Research Needs for

Catalysis Science

Develop an autonomous
flow chemistry system by
combining in-situ analysis
capabilities with Al
enabled feedback

Basic Energy Sciences Roundtable
Chemical Upcycling
of Polymers

Establish data streaming,
on-the-fly data analysis
and simulation for Al
enabled feedback for
microscopes at CNMS

Reséarch Opportunities in the
Physical Sciences Enabled by
Cryogenic Electron Microscopy

Autonomous additive
manufacturing (AM)

by combining AM build
system, in-situ analysis,
and on-the-fly simulations

Basic Research Needs for
Transformative Manufacturing

Integrate a trapped ion
quantum resource into
the INTERSECT ecosystem
for use as a quantum
accelerator

Basic Energy Sciences Roundtable
Opportunities for Quantum Computing
in Chemical and Materials Sciences

Establish a scalable
platform for hardware in
the loop emulation of
large-scale power grids to
test new power controllers

Producing and Managing Large
Scientific Data with Artificial
Intelligence and Machine Learning
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Inferconnected Science Ecosystem
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INTERSECT Architecture Overview

~

Science Use Case
Design Patterns

e Strategy patterns
¢ Experiment control
e Experiment steering
¢ Design of experiments

¢ Multi-experiment
workflow

¢ Architectural Patterns

e Local vs. distributed
&

»

INTERSECT Architecture

System of Systems
Architecture

e User view

e Data view

e Logical view

¢ Physical view

¢ Operational view
e Standards view

- J

»

Microservice
Architecture

e Interaction patterns
¢ Capabilities catalog

¢ Orchestration and
deployment patterns

~

=/

INTERSECT Software Development Kit <::>

!
4

INTERSECT Integration -
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cience Use Case Design Pattern Specification

» Abstract descriptions of the involved hardware and software components and their work, data and control flows.
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Science Use Case Design Patterns: Anatomy

o Approach: Focus on the control problem
— Open vs. closed loop control Controler
- Single vs. multiple experiment control
- Steering vs. designing experiments
- Local vs. remote compute in the loop

Test

Figure: Single experiment control

» Universal patterns that describe solutions
free of implementation details

Experiment
> Controller1 > < TSt
e Patterns may exclude each other or may , )
be combined with each other o :
Multi- mmm-e- Feedback- ~  '---- Feedback- - - - -
« Described pattern properties: A |
- Name, Problem, Context, Forces, Solution, comeler T Experiment |, o
Capabilities, Resulting Context, Related ' ontre erA”
Pafterns, Examples, and Known Uses e Feadbac e
------- eedback- '----Feedback-----

Figure: Multi-experiment control
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Science Use Case Design Patterns: Classification

o Strategy patterns: High-level solutions with different control features

» Architectural patterns: More specific solutions using different
hardware/software architectural features

>
E Experiment Experiment Desian of Experiments Multi-Experiment
% Control Steering g P Workflow
IS Local Distributed Local Distributed Local Distributed Local Distributed
g Experiment Experiment Experiment Experiment Design of Design of Multi-Experiment | | Multi-Experiment
3 Control Control Steering Steering Experiments Experiments Workflow Workflow
<
N
<
Figure: Paftern classification scheme
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I XQuKRIDeE  Science Use Case Design Patterns: Strategy Patterns

: : : : : Multi-Experiment
Experiment Control Experiment Steering Design of Experiments Workflow

B s Gmog] [P e o] PR e
Exp;lgr:ent : _ Safety-Related E Exgzrsim?nt Expslgr:ent tSafety /ProgressJ Exgzgr::?nt pesenen o . :“ gf;dl%ikj(; '(; - e i § i-',f' ey-Rel o'ld - Feann
Feedback Only - Related Feedback ull-Related Feedbac - Dependency-Relaied e
Executes an existing plan Executes an existing plan, Creates/executes a plan, Executes existing plans
depending on progress based on prior result (workflow of experiments)
 Open loop control » Closed loop control + Closed loop control  Open loop conirol

« Automated operation « Autonomous operation Autonomous operation Automated operation

« Extends patterns: Uses patterns: Uses patterns:
* Experiment Control » Experiment Conftrol » Experiment Control

May use patterns: May use patterns:
* Experiment Steering « Experiment Steering
« Design of Experiments

10



Science Use Case Design Patterns: Architectural Patterns
Local vs. Distributed Experiment Steering

Decide ; Act

B :> Controller ' 3 Actuators

Experiment @
Plan
Shared
Local

@ Storage & U
: Analyser  <— Sensors II> B

Raw Experiment

:"""""".""""" Result

Optlonal e N
Post -Processing |~""" """ e
—Control>» . oo 4
Optional
[ Data > Post-Processed
Experiment Result

Figure: Local Experiment Steering
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Decide E — Control >»

[ Data >

Local
Storage

@ : Act

(Remote) ___) Actuators ' Optlonal- ':_._._._._._.x:
Controller .1 Post-Processing ! e

Experiment N - N R I BN Optional
Plan Post-Processed

Vol Experiment Result

------------------------------------------------------------------------------

Remote <
Local Analvser ! : Sensors Local
Storage y . Storage :
Orient : Observe Raw Experiment

ol S SRR PP bty UL Result

Figure: Distributed Experiment Steering



Science Use Case Design Patterns: Compositions

%

Experiment Steering

-

1

1

1 1

1 1

1 1

1 Experiment Experiment

: . Planner 1 . Controller @
1

1

1

1

1

1

1

Plan

A
Experiment ! Experiment Expetiment
Design Plan 1 Safety-/Progress- Rebult
1

Related Feedback

Result-Related Feedback:
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"""""""""" H Distributed Design of Experiments

Remote N Controller :
Planner .
Experiment 0 : 0 @
Plan ] Shared
Local

Design Plan

: : : <« :
: Local B T : Analyser ' : Sensors l:::> @
! Storage vs Dl . : T - :
1 Orient : H Orient : H Observe : Raw Experiment
§ e e 1 oSl [ el Result
1 [
1 ot :_/
V] AR
' i Optional  je---o- N
1 | Post-Processing /=77 "" e
L e D
— Control » 1 Optional
1 Post-Processed
[ Data : Experiment Result

Figure: Architectural pattern composition



System of Systems Architecture Specification

» Detailed design decisions about the involved hardware and software components from different points of view.
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Why System of Systems?e

Common Architecture Elements

Independent systems
enable systematic
growth and eliminates
monolithic systems

Well defined/common
interfaces enable rapid
integration and digital

twin simulations

External interfaces
enable extensions
beyond the system

Common intra-system
architecture elements
support flexibility

Architecture elements
become black box

Common Messages

System
SystemStatus

SystemControlStatus
SystemControlRequest
SystemControlRequestStatus
SystemTask
SystemTaskStatus

Subsystem
SubsystemStatus

SubsystemControlRequest
SubsystemControlRequestStatus
X_Capability

X_CapabilityStatus
X_CapabilityCommand
X_CapabilityCommandStatus
X_CapabilityActivity

Component

ComponentControlStatus
ComponentCommand
ComponentCommandStatus

Enable Scalable, Flexible, and Interoperable Development, Deployment and Operation




System of Systems Architecture Views

0

Logical View

0

Physical View

Operational View Standards View

%OAK RIDGE

National Laboratory




System of Systems Architecture:

o Captures the logical composition

of systems and their relationships
and interactions

* Includes:
— Definition of system concepts
— Definition of system options

— System resource flow
requirements capture

- Capability infegration planning
- System integration management
- Operational planning
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Logical View

Logical Systems

Infrastructure Systems

Infrastructure User Orchestration Data Campaign Communication
Management Management System Management Management System
System System System System

Infrastructure System

Infrastructure System

Identity Management

—
)

[ Compute Service l [ Campaign Service Storage Service [ Template Service ] [Messaging Service

Service l
Instrument Service Authenti.C il Experiment Movement Service Management Service Event Service l
Service Service
Logging Service Authorisation Service SZ?;I((:e ] [ Catalog Service [ Planning Service [ Routing Service ]

Indexing Service

l Batch Service l l )
Service

API Service

User Interface l

Metadata Service

Provenance Service

Data Asset Service

Infrastructure System

Figure: Relationships between infrastructure and logical systems and their services



System of Systems Architecture: User View

« Captures user-facing functionality

« Does not include system-internal interactions

« Described activities:
- Logging into dashboard
—- Experiment creation
— Start experiment
— Steer experiment
—- Experiment end

* Includes examples for graphical user
interfaces
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Register for INTERSECT account

First Name John Required
Middle Name C Optional

Last Name Doe Required

Title Computer Scientist Recommended
Division National Center for Recommended

Computational Sciences

Organization ~ Oak Ridge National Lab Required
Email address jcdoe@ornl.gov Required
Phone 8651234567 Required
number

Profile image  Button to upload image  Optional

Interests

Materials; microscopy;
energy

Separate tokens by
separator like “;”

Note: The default role is “User”. INTERSECT administrators, Owners
and operators of Resources are recommended to request change
in your role in the User Profile after registering in INTERSECT.

Title:
Intent:

Background:

Description:

Workflow:

Recommended
Resources:

Past Campaigns:

Microscope

Automated microscopy to identify material
compositions

The intent is to automate a process to determine
microscopic material found in samples

Lorem ipsum dolor sit amet, consectetur
adipiscing elit. Etiam imperdiet est quis eros
rhoncus porta.

Praesent leo felis, gravida vitae dolor eu, elementum
mattis odio. Pellentesque finibus, odio cursus cursus
facilisis, libero mi placerat ligula, et rutrum dolor nisl quis
ante.

next_locations = dgx2.user.generate_random positions()
dgx2.send_data (next_locations, microscope)
next_locs = microscope.recv_data (dgx2)
while next_locs is not None:
data = microscope.measure(next_locs, configs={...})
microscope.send_data(data, dgx2)
last_data = dgx2.recv_data(microscope)
next_locations = dgx2.user.get_next_posns (last_data, parms)
next_locs = microscope.recv_data (dgx2)
microscope.withdraw_probe ()
data manager.save(all data, campaian id, )

Microscope, dgx2...

Date User Title
6/13/21 srivasrl Automated...
711122 kuchar02 Mini Cells...
Use Template ‘ Cancel ’

Figure: Examples of graphical user interfaces for different user interactions




Microservice Architecture Specitication

» Detailed design decisions about software microservices, including their functionalities, capabilities,
compositions, with control, work, and data flows.
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Microservice Architecture: Microservice Capabilities

» System consists of
— Subsystems, resources, and services

o Subsystem consists of
— Services and resources

» Service consists of
— Microservice capabilities

Service
Microservice as Microservice Subsystem
Capability Capability Service

Subsystemn
Shared Resource Exclusive Resource Resource

Figure: Systems, subsystems, services, and microservices
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Capability: Unique Capability Name

Description: A short summary description of the domain of interest for this capability and the provided
functionality.
Related Capabilities: Where applicable, provides references to related capabilities.
e FExtends: A list of base capabilities that the functionality of this capability extends. A service
implementing this capability must also implement the base capabilities.
® Requires: A list of required capabilities that are necessary to implement the functionality of
this capability. The required capabilities are most often provided by other services, but may be
implemented in the same service.
Custom Data Type: Where applicable, provides definitions of new data types or structures.
Interactions: Command
o MethodName ()
Purpose: A short description of the purpose of the current command method.
Command Data: A list of input data for the current method formatted as:
— dataName (DataType) : A description of the data, including any format or value con-
straints.
Interactions: Request-Reply
o MethodName ()
Purpose: A short description of the purpose of the current request method.
Request Data: A list of input data for the current method formatted as:
— dataName (DataType) : A description of the data, including any format or value con-
straints.
Reply Data: A list of output data for the current method formatted as:
— dataName (DataType) : A description of the data, including any format or value con-
straints.
Interactions: Asynchronous Event
e EventName
Purpose: A description of the activity or state change that generates this event.
Event Data: A list of data for the current event formatted as:
— dataName (DataType) : A description of the data, including any format or value con-
straints.

Figure 3-1. Microservice Capability Definition Format




Microservice Architecture: Interaction Patterns

Command / Acknowledgement
- Responds immediately

Client Microservice Client Microservice

Reques-l- / Reply i Command ; i Request ;
—- Responds after fulfilling the request D<7J +
: Ack: OK or ERROR :

Asynchronous Event processCommand()
— Status update or event information ' |

Can be mapped to asynchronous and Client Microservice Glient
RESTful client-server communication :

— Microservice architecture does not force D< = o]
a specific implementation - :

A 4
EEEE I CEEEE

Figure: Command/acknowledgement, request/reply and asynchronous
event interaction patterns for microservices
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Microservice Architecture: Capabilities Catalog

' C d ' ! ine-in. _ . : Drivi . . E .
Laboratgr,;/r}ﬁvcsttiuments Machine-in-the-Loop Intelligence for Self-Driving Laboratories and Experiments Y EXO m p | e : D O 'I'O M O n O g e m e n'l'

Experiment-Specific Services : INTERSECT Infrastructure Services

RIS . . —/
Sensors — <. | Data Collection Data Processing : : [Syi;em.tMe.magSeme.nt and
I : Services Services : : onitoring Services

) - Data Transfer
' « File Transfer

Campaign Workflow and
Experiment Orchestration

: Services

................. Steering Service Design Service ; ) B | oC k D a 'I'O TrO N Sfe r
']Experim;r.;t ...... [ Communication Services
or Test Experiment Parameter Updates New Experiment Plan <,\:> ° S -I-r e O m i N g D O -I-O TrO N S f e r
...................................... : [ Computing Services
Control Plan :
Approval Service Approval Service

Human-Machine Interface Services
Human-Machine Interface Services

Approved Experiment Parameters ~ Approved Experiment Plan

([ owes J ||  Multi-party Data Transfer
i : | Information Management .

: P Services 3 _

A e?gg?stsé‘pl\r?;ltﬁt;r:r’mtsé : . Control Service Plan Service Identity and Accgss : DOTO Sforgge

- LT " 5%]”3“9““3““5 i « File System Storage

Key-value Storage

A

O eboratony Automation | Design and Stesring of Exporiments  Compuitng and Data Resgurces « Object Storage
Figure: Experiment-specific and infrastructure services in the context of autonomous e Relational Database
experiments and self-driving laboratories
« Non-relational Database
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Current Status

 INTERSECT Open Architecture Specification

- Design pattern catalog that covers the science use cases in the INTERSECT Initiative

— System-of-systems architecture specification with elements, communication and
interfaces and some command and control and resource triad specifications

— Initial microservice architecture that covers some INTERSECT science use cases

* v0.5 released as 3 ORNL reports in Sept. 2022 (v0.7 latest internal version)
— INTERSECT Architecture: Use Case Design Patterns
— INTERSECT Architecture: System of Systems Architecture
— INTERSECT Architecture: Microservices Architecture
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INTERSECT Architecture Demonstration

INTERSECT Architecture
Specification: Use Case Design
Patterns (Version 0.5)

'ORNL/TM-XXXX/XXX

ORNL/TM-XXXX/XXX
INTERSECT Architecture
Specification: System of System
Architecture (Version 0.5)

'ORNL/TM-XXXX/XXX
INTERSECT Architecture
Specification: Microservice
Architecture (Version 0.5)
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Autonomous Microscopy: Science Goal
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Autonomous Microscopy: Science Use Case Design
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